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Abstract— Nowadays, the real-time speaker recognition 

system is very popular due to its cost-effective nature. 

However, it is a very challenging one to produce a more 

efficient speaker identification system. In our work, we 

work on a multi-lingual real-time speaker identification 

system. We work in a novel way to enhance the 

efficiency of the said system. We take some real speech 

signals and use different speech enhancement methods 

and our proposed voice activity method (VAD) to 

enhance the efficiency of said system. By doing so, we 

increase the accuracy of the said system relatively by 

2% as compared to existing methods. 

Keywords— Speaker Identification system, VAD, 

speech enhancement method, MFCC, SFCC 

I. INTRODUCTION 

Speech technology and systems with human-

computer interactivity have always indicated secure, 

stable, and remarkable enlightenment and uptrend over 

the last two decades. Nowadays, we can use speech 

signals for various household activities due to the natural 

and cost-effective nature of voice signals [1]. Due to the 

rich information, it contains about the particular person 

and its environmental condition and also due to its 

complicated signal produced as a result of various 

transformations occurring at several different levels i.e., 

acoustic, semantic, linguistic, and articulatory. Speech 

processing is the extrication or uprooting of the required 

information from a speech signal, which is to be 

digitalized and processed through a computer [2]. As a 

speech signal is a carrying message of diverse 

information, the speech processing field has different 

applications depending on the kind of information we are 

interested in. 

 

       Speaker recognition, also called as speaker 

identification (SID), deals with the task of recognizing or 

identifying a person with characterized voices. Analysis, 

coding, and recognition are the main areas of research in 

the speech processing system. As a subtask under the 

speaker identification system, speaker verification is 

about verifying whether a speech segment is coming 

from a specific speaker or not [3]. The 

commercialization of speech technologies helps the 

machines to respond correctly and provide useful 

services in multidimensional requirements. For the case 

of our research, here Multi-lingual (multiple languages 

based speech signals i.e., in English, Hindi, and Odia) 

Speaker Identification will be the area of focus 

throughout. When it comes to the name real-time speaker 

identification system, the system will work under the 

real-time environmental conditions of the speaker itself, 

which will be a real practical service towards mankind 

and our society as extended to three different languages 

[4]. 

     The main problem which we will face in case of a 

real-time speaker identification system is that, the effect 

of noise is high due to real-time data. Noise is random in 

nature and has no useful information for our speech 

rather it decreases the degree of identification accuracy 
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and efficiency. Keeping this on mind we have reviewed 

various speech enhancement techniques [17-23], which 

we can use in our existing real-time speaker 

identification system to overcome the problem of noise 

effect so that we can increase the accuracy and efficiency 

of our system. In an in-depth study of said techniques, 

we found the Voice Activity Detection (VAD) method 

has a vital role in enhancing the speech signals, which is 

common to all the methods. 

 

 

 

 

                   Fig. 1 general process of MFCC 

 

Fig. 2 General process of SFCC 

So, in-depth learning about the existing VAD method 

gave us a detailed of its working. After that, we 

modified this existing VAD to get a better VAD, which 

is successfully implemented in the speech enhancement 

techniques, whose result showed better performance as 

compared to the existing one. 

 

II PROPOSED SYSTEM INTRODUCING 

SPEECH EMHANCEMENT TECHNIQUE AND 

IMPROVED VOICE ACTIVITY DETECTION 

METHOD 

    The proposed approach contains the following parts: 

(i) feature extraction from the speech signal, (ii) speech 

enhancement technique used at the testing phase, (iii) 

improved voice activity detection algorithm, (iv) 

classification of features. The respective components are 

discussed in detail, as in the sub-sections below.  

A. Feature extraction methods (MFCC and SFCC):- 

As we know Mel frequency cepstral coefficient (MFCC) 

is very popular feature extraction method [5-9] and in 

recent years speech-signal-based frequency cepstral 

coefficient (SFCC) [4], [10-12] is doing well in speech 
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based different applications. We use both the methods in 

this paper. We need to extract the features both at the 

training phase and testing phase of a speaker 

identification system. Here at the testing phase, before 

extracting features, we will make the real-time speech 

signals clean by introducing a speech enhancement 

technique with a modified VAD algorithm. The general 

process to obtain the MFCC features is as depicted in 

Figure 1. 

       To start the process of feature extraction first, we 

need to analyze the voice after taking an input through a 

microphone from a speaker. We have collected the input 

data from speakers in the type of .wav file. The system's 

design then involves manipulating the input signal, i.e., 

keeping the sampling frequency to 8000 Hz, changing 

the bit to 16bit, and then making the channel mode to 

monotype. Different operations are performed on the 

input signal at different levels, i.e., the signal is first 

windowed and then goes for the pre-emphasizing 

process. The mathematical equation involved in this 

process is given below: 

Y[n] = X[n] − a X[n − 1]                    

(1) 

Where Y[n] is the output signal and X[n] is the input 

signal to be pre-emphasized, and the value of a = 0.95 

which means it makes 95% of any one sample is pre-

assumed to originate from the previous sample. After 

that, the hamming windowing is subsequently applied 

onto each frame for its smoothening. Fast Fourier 

transform (FFT) is applied on each frame to transform 

from time to frequency domain and subsequently 

mapped onto the mel-scale. The relation for mel-scale 

to frequency scale and vice-versa is represented by: 

The formula for converting from frequency to Mel scale 

is: 

𝑚 = 𝑀(𝑓) = 1125 ln(1 + 𝑓 700⁄ )      (2) 

To go from Mel back to frequency: 

𝑓 = 𝑀−1(𝑚) = 700(𝑒
𝑚

1125  
+1)       (3) 

Where 𝑚 Stands for Mel scale value and 𝑓 Stands for 

frequency in hertz. As the speech signals, which we are 

dealing with, are non-stationary so, it is pronounced that 

they keep changing with time. It may be a change in 

voice or change in frames. Therefore, we need to add 

features related to the change in cepstral features over 

time. There are two types of feature adding modes, such 

as delta or velocity features, and the other one is delta- 

delta or acceleration features. For this work, we have 

considered 12 delta features and 39 delta-delta features 

where delta features represent the change between 

frames in the corresponding cepstral or energy feature. 

In contrast, the delta-delta features represent the change 

between the corresponding delta features. The energy in 

a frame for a signal x in a window from time sample t1 

to time sample t2 is represented at the equation below: 

Energy =  ∑ x2[t]                       (4)

       

d(t) =  
c(t+1)− c(t−1)

2
                       (5) 

Where x= input signal, t= time which ranges from t1 to 

t2 and d(t)= time domain derivative term. 

At the final step, we convert the log Mel spectrum back 

to time using Discrete Cosine Transform (DCT). The 

result is called the Mel frequency cepstrum coefficients 

(MFCC). The cepstral representation of the speech 

spectrum provides a good representation of the local 

spectral properties of the signal for the given frame 

analysis.  The first ‘D’ components of DCT represent a 

compacted MFCC vector of the corresponding frame. 

Denoting the output of the filter bank by Ek (k=0, 1... 

K), the MFCCs are calculated as, 

Cn = ∑ (logEK)cos
k

k=1
[

n(k−0.5)π

k
]  , n = 0,1 … D     6)

      

Where D= number of MFCC coefficients, K = number 

of Mel-scaled filters. Now, coming to the next feature 

extraction method i.e., SFCC, the general process to 

obtain its features is depicted in Figure 2. 

 

Fig. 3 proposed system 
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The blocks equal to MFCC, as described above, plays 

the same function here for SFCC. Only the filter bank 

here is replaced by speech-signal based triangular filter 

bank and unlikely in MFCC, after Fourier transform is 

done, Periodogram is found showing the characteristics 

of the signal plotted against frequency and amplitude to 

represent the power spectrum at each frequency. From 

the power spectrum, we then assembled the average, 

which is a set of very large numbers. Further to 

response to the skewness of those large numbers, a 

logarithmic function has been taken. Then equal-area 

intervals are classified, and the center frequencies of 

those equal-area intervals are the SFCC coefficients. 

 

 

B. System Modeling Using Gaussian mixture models 

The training and test feature vectors are directly 

compared with each other with the assumption that 

either one is an imperfect replica of the other. This 

module classifies extracted features according to the 

individual speakers whose voices have been stored. The 

recorded voice patterns of the speakers are used to 

derive a classification algorithm. The training phase is 

to estimate the parameters of the probability density 

function from a training sample. Matching is usually 

done by evaluating the likelihood function of the test 

utterance with respect to the model [13] [14].  

The purpose of voice modeling is to build a model that 

captures these variations in the extracted set of features. 

In this work, based on the statistical approach, we focus 

on the speaker recognition in independent mode of the 

text [15-16] by the Gaussian mixture. Gaussian mixture 

models (GMMs) are parametric representation of a 

probability density function. When trained to represent 

the distribution of a feature vector, GMMs can be used 

as classifiers. GMMs have proved to be a powerful tool 

for distinguishing acoustic sources with different 

general properties  

C. Speech Enhancement Techniques  

MFCC features are the more commonly used and robust 

technique for feature extraction in presently available 

speaker identification systems, especially in clean 

environments. But its performance degrades in a noisy 

environment. Our work in this paper is entirely focused 

on overcoming the weaknesses of MFCC in noisy 

speech, which directly hampers the system 

performance. Thus, we have introduced the speech 

enhancement method into both MFCC and SFCC 

methods to enhance their performance in application to 

the real world.     Regarding the working principle of 

any speech enhancement method, we found some 

common and important phases of the whole 

enhancement in all the techniques discussed in [17-23]. 

The proposed method and an outline of these important 

blocks constituting the required system is given in 

figure 3 and 4, respectively. 

 

 

 

 

Fig. 4 outline of a common speech enhancement 

system 

The real-time speech signal which contains noise and is 

denoised by first going through a VAD, whose work is 

to detect the activity of noise, whether there is speech 

activity or non-speech or silence. For our system to 

work efficiently and keep the system’s computational 

time low, we consider these silences or non-speech 

parts to be noise and eliminate it. By removing the 

silence parts from the original speech, now the resulted 
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speech is somehow clear and sensible. But it is not able 

to remove the whole noise presence. So, the resulted 

VAD output signal is then tested by processing into 

seven different enhancement methods [17-23] and the 

method providing the best result [22] is then used in 

increasing the accuracy of the speaker identification 

system. To choose the best one among the seven, we 

have tested each one with a noisy speech signal (speech 

signal containing traffic noise), and the simulation result 

is shown below in Figures 5 and 6, respectively. 

 

        Fig. 5 experimental results showing input noisy 

signal affected by traffic noise and 

output enhanced speech signals using 

method 1 to 3. 

Our input speech signal is a real-time signal i.e., the 

signal recorded near the traffic area, so the noise present 

in the speech signal is called traffic noise. The 

simulation of all the above methods was done using 

MATLAB software. 

 

       Fig. 6 experimental results showing output 

enhanced speech signals using method 

4 to 7. 

C. Comparison between the Existing Voice Activity 

Detection and Proposed Improved Voice Activity 

Detection Algorithm   

While going through a rigorous study of those seven 

speech enhancement methods, it was found that they all 

consist of similar VAD algorithms. As the role of a 

VAD in speech enhancement system [24], [25] and [25] 

are vital, we focused on this exiting VAD algorithm. 

We have modified the threshold value and the VAD 

decision process of the existing VAD algorithm, such 

that it gave us a better result as compared to the existing 

one. A conventional VAD system [27] is presented 

below in Figure 7: 
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Fig. 7 block diagram of a VAD System 

As per the above block diagram, the real-time speech 

signal is first processed by framing, followed by 

windowing. Then each frame is processed to extract the 

useful and valuable features from each frame. After 

features are extracted, the data of each feature is stored. 

Then, we need to set some threshold values for each 

data extracted from the feature extraction process. After 

this process, the values are fed to the voice activity 

detection block to make the decision based on its 

algorithm to detect the speech parts and the non-speech 

parts of the frame so that afterward, we will eliminate 

that non-speech magnitude part from each frame. 

Comparison is made based on the threshold parameter 

i.e., the spectral distance calculation. Terms to get 

familiar with 1st are: 

1. Signal: Input noisy signal 

2. Noise: Estimated noise spectrum magnitude. 

3. Noise margin: Assumed to be equal to 3. 

4. Noise flag: Counts the noise present, and its 

initial value is set to 0. 

5. Speech flag: Counts the speech presence. 

6. Noise counter: Counts the presence of noise 

periods, initially set to 0. 

7. Hangover: Assumed the value to be 8. 

8. Distance: Distance is the measure of the mean 

of spectral distance. 

9. Spectral Distance Existing (SPE): Spectral 

distance for existing VAD method. 

10. Spectral Distance Modified (SPM ): Spectral 

distance for the modified VAD method. 

  

The equations used to design the spectral distance value 

which acts as the threshold value for the VAD method 

to decide for speech enhancement method (method 1 to 

7 as described in the paper [17-23]) is given below: 

 

Equations involved in the algorithm of the Existing 

VAD method: 

𝑆𝑝𝑒𝑐𝑡𝑟𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔(𝑆𝑃𝐸) = 20 ×

(𝑙𝑜𝑔10(𝑠𝑖𝑔𝑛𝑎𝑙) − 𝑙𝑜𝑔10(𝑛𝑜𝑖𝑠𝑒))                   

(7) 

Where signal=the input noisy speech signal 

 𝑛𝑜𝑖𝑠𝑒 = estimated noise power spectrum value  

Assumptions taken: if the spectral distance value comes 

to be less than 0 then for those frames spectral distance 

is assumed to be 0. 

Then we need to find the mean of the spectral distance 

calculated and it is given by the equation as follow: 

 𝑚𝑒𝑎𝑛 =
𝑆𝑃𝐸

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒𝑠 
                  (8)

      

Then assign this mean value to distance (Dist): 

 𝐷𝑖𝑠𝑡 = 𝑚𝑒𝑎𝑛                     (9)

    

Now comparing with Noise margin: 

 𝑁𝑜𝑖𝑠𝑒𝐹𝑙𝑎𝑔 =
else

inmNoiseDistif

,0

arg,1 

                     (10)

  

𝑁𝑜𝑖𝑠𝑒 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 =

else

inmNoiseDistifcounterNoise

,0

arg,1 
 

                     (11) 

Now we have to detect noise only periods and attenuate 

the signal: 

𝑆𝑝𝑒𝑒𝑐ℎ 𝐹𝑙𝑎𝑔 =
else

HangovercounterNoiseif

,1

,0 

                      (12) 

Equations involved in the algorithm of the Modified 

VAD method: 

𝑆𝑝𝑒𝑐𝑡𝑟𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 (𝑆𝑃𝑀)

= (20[𝑙𝑜𝑔10(𝑠𝑖𝑔𝑛𝑎𝑙)2

− 𝑙𝑜𝑔10(𝑛𝑜𝑖𝑠𝑒)2]) 

                                                                           

(13) 

 

Where signal is the input noisy speech signal and noise 

estimated noise power spectrum value.  

Assumptions taken: if the spectral distance value comes 

to be less than 0 then for those frames spectral distance 

is assumed to be 0. 

Then we need to find the mean of the spectral distance 

calculated and it is given by the equation as follow: 
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 𝑚𝑒𝑎𝑛 =
𝑆𝑃𝑀

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠 
  

                                   (14) 

Then assign this mean value to distance (Dist): 

 𝐷𝑖𝑠𝑡 = 𝑚𝑒𝑎𝑛    

                       (15) 

Now comparing with Noise margin: 

 𝑁𝑜𝑖𝑠𝑒𝐹𝑙𝑎𝑔 =
else

inmNoiseDistif

,0

arg,1 

                       (16) 

𝑁𝑜𝑖𝑠𝑒 𝐶𝑜𝑢𝑛𝑡𝑒𝑟 =

else

inmNoiseDistifcounterNoise

,0

arg,1 
 

          (17) 

Now we have to detect noise only periods and attenuate 

the signal: 

𝑆𝑝𝑒𝑒𝑐ℎ 𝐹𝑙𝑎𝑔 =
else

HangovercounterNoiseif

,1

,0 

         (18) 

The above-said algorithms are processed in the Matlab 

software, taking a noisy input signal i.e., a real-time 

speech signal recorded near a traffic area. The output of 

each enhancement method using the existing and new 

modified VAD algorithm is clearly shown below. It is 

visible that the new proposed VAD method is giving a 

better-enhanced output signal compared to the existing 

one. 

 

 

 

 

                     (a)                                          (b) 

       Fig. 8 (a) Experimental Results Showing   

Output Enhanced Speech Signals 

Using Existing VAD, (b) Showing 

Output Enhanced Speech Signals 

Using Proposed VAD (applied to 

speech enhancement methods 1 & 

2). 

 

 

                  (a)                                           (b) 
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 Fig. 9 (a) Experimental Results Showing   Output 

Enhanced Speech Signals Using 

Existing VAD, (b) Showing Output 

Enhanced Speech Signals Using 

Proposed VAD (applied to speech 

enhancement methods 3, 4&5). 

 

                    (a)                                            (b) 

Fig. 10 (a) Experimental Results Showing   Output 

Enhanced Speech Signals Using 

Existing VAD, (b) Showing Output 

Enhanced Speech Signals Using 

Proposed VAD (applied to speech 

enhancement methods 6 & 7). 

Both the VAD algorithms are processed in the Matlab 

program and applied to the earlier described seven 

speech enhancement techniques individually and 

compared experimentally the output results (shown 

below). Hence, the best among the seven enhancement 

techniques (i.e., the method [22 ] that gave better output 

using the modified VAD algorithm is selected for use in 

the real-time speaker identification system to increase 

its accuracy. 

 

 

 

 

 

 

 

Table 1: Input Data for Training Phase 

 

                                                (a) 

 

 

 

                                                  (b) 
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Fig. 11 canonical filter bank structure of (a) MFCC & 

(b):  SFCC. 

 

III. EXPERIMENTAL FRAME WORK 

i. DATABASE:- 

We have recorded the real-time speech signals at 

various noisy environments having different noise 

strength at different time periods with three different 

languages (i.e., English, Hindi, and Odia) which is 

given below: 

Above shows the collection of samples for the training 

phase in clean condition recorded from 10 different 

speakers with three different languages i.e., in English, 

Hindi, and Odia for time duration between 2-3 minutes 

in each language with a constant sampling frequency of 

8000Hz. 

 

 

 

 

 

 

 

 

 

Table 2: Input Data for Testing Phase 
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The table 1 and 2 shows the collection of real-time 

samples from the same speakers who have already 

enrolled for speaker identification during the training 

phase with three different languages i.e., in English, 

Hindi, and Odia. We have recorded the samples at 

different environmental conditions like, for example, we 

have recorded during rain, recorded at the crowdie 

place, recorded near factories where we got the noise of 

machines and wind. Also, we have recorded near the 

railway station to get the noise of trains, etc. for a 

duration of almost 10 seconds from which we have 

considered only 2 to 3 seconds for our testing phase. 

 

ii. SCORE CALCULATION:- 

We need to calculate the score in terms of percentage, 

which is defined as the accuracy rate. Here in our work 

we will calculate the accuracy of real-time speaker 

identification system using MFCC and SFCC 

individually and compare both of them in two different 

conditions i.e., accuracy before using speech 

enhancement and that of after using speech 

enhancement and another comparison will be done 

between the speech enhancement using existing VAD 

and speech enhancement using our modified VAD. 

The mathematical equation for score calculation is 

given as: 

𝑆𝑐𝑜𝑟𝑒 𝑜𝑓 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) =

[
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑡𝑡𝑒𝑟𝑎𝑛𝑐𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑡𝑡𝑒𝑟𝑎𝑛𝑐𝑒𝑠 𝑢𝑛𝑑𝑒𝑟 𝑡𝑒𝑠𝑡
] × 100      (19)   

i. COMPARISION OF MFCC & SFCC:-  

 

Comparison between MFCC and SFCC is done based 

on different conditions such as: 

Accuracy of MFCC (varying model order considering: 

before using speech enhancement and after using 

speech enhancement condition). 

Accuracy of SFCC (varying model order considering: 

before using speech enhancement and after using 

speech enhancement condition). 

 

 

 

 

 

 

Table 3: MFCC & SFCC Accuracy (With 39 features) 

 
Above data shows clearly that after using speech 

enhancement in the system (with the existing VAD), the 

performance of the system has increased at an average 

of 3% (at each model order) in case of MFCC and an 

average of 5% in case of SFCC (at each model order). It 

is also seen experimentally that SFCC is giving better 

performance than MFCC even in the normal system 

condition (i.e., before speech enhancement). Figure 10 

shows the canonical filter bank structures of MFCC and 

SFCC. From these figures, we can see that in the case of 

MFCC, at the F1 frequency zone i.e., between 0 to 1000 

Hz, there are more no. of filters, and cepstral features 

are there, but in higher frequency regions F2 and F3 the 

no. of filters decreased. But in the case of SFCC, 

between 0-1000 Hz, the no. of filters are less, and in 

higher frequency regions, the no. of filters are more. So, 

more no. of cepstral features mean more speakers are 

tend to be identified. So, SFCC is found to give better 

performance than that of MFCC.  

 

ACCURACY COMPARISION OF EXISTING VAD & 

PROPOSED VAD:- 

Graphically already, we have shown the comparison 

between both VAD methods in the above section. Here 

we have compared both the algorithms based on the 

percentage of accuracy that our real-time multilingual 

speaker identification system is giving, when examined 
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through speech enhancement technique with the 

existing VAD and modified VAD.  

Already the percentage of accuracy with 

existing VAD is provided in table 3. Here the same 

value is compared with our proposed VAD method. 

Table 4: Comparison of Accuracy between Exiting 

VAD Method & New Proposed VAD Method 

 

From the above-provided data, it is clear that our 

proposed VAD is giving an increased average 

percentage of 4% (in case of MFCC) and an average 

increase percentage of 7%(in case of SFCC) as 

compared to existing VAD. 

 

 

IV. CONCLUSION 

We have used different speech enhancement methods to 

reduce the noisy part of the speech signal. After that, we 

proposed modifying the VA method to enhance the 

speaker identification system's efficiency. By doing so, 

we increase the system accuracy by relatively 2% than 

the existing MFCC and SFCC based system. In the 

future, the better classifier with feature extraction 

methods overall will increase the system in a better 

way. 
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